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Research manuscripts published in the Information Technology, Learning, and Performance 
Journal are expected to adhere to the publication guidelines of the American Psychological 
Association (2001) and generally accepted research and statistical methodology.  This 
manuscript describes the rationale supporting the reporting of effect size in quantitative 
research and also provides examples of how to calculate effect size for some of the most 
common statistical analyses.  We include a table of recommendations for effect size 
interpretation. We also address basic assumptions and cautions on the reporting of effect size. 

 
I n troduIntrodu ct ionct ion   
 
Effect size is a term used to describe a family of 
indices that measure the magnitude of a treatment 
effect.  Effect size is different from significance tests 
because these measures focus on the 
meaningfulness of the results and allow comparison 
between studies, furthering the ability of 
researchers to judge the practical significance of 
results presented.  It is almost always necessary to 
include some index of effect size or strength of 
relationship in your results section so that the 
consumers of your research will be able to truly 
understand the importance of your findings and 
make comparisons among studies. 

A review of manuscripts in the Information 
Technology, Learning, and Performance Journal 
from the past three years revealed that effect size 
has not been consistently reported.  Out of the 16 
manuscripts published from 1999-2001, effect size 
should have been reported in 11 manuscripts.  An 
analysis of these 11 manuscripts revealed that effect 
size was reported correctly in one manuscript, not 
reported at all in six manuscripts, and reported 
incorrectly or inappropriately in the remaining four 
manuscripts. 

The need to improve the reporting of effect size 
is an issue being addressed by numerous journals.  
This article will address the use and reporting of 

effect size in Information Technology, Learning, and 
Performance Journal manuscripts. 
 
Research/Theoret ical  BaseResearch/Theoret ical  Base   
 
What is Effect Size? 
 
The term effect size has become increasingly 
popular throughout educational literature in recent 
decades; and even more prevalent in recent years.  
The APA Task Force emphasized that researchers 
should “always provide some effect-size estimate 
when reporting a p value. . . . reporting and 
interpreting effect sizes in the context of previously 
reported effects is essential to good research” 
(Wilkinson & APA Task Force on Statistical 
Inference, 1999, p. 599).  Kirk (1996) also 
emphasized the importance of the effect size 
concept.   
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With these discussions focusing on effect size, 
the literature presents a variety of effect size 
definitions.  Common definitions include: a 
standardized value that estimates the magnitude of 
the differences between groups (Thomas, Salazar, & 
Landers, 1991), a standardized mean difference 
(Olejnik & Algina, 2000; Vacha-Haase, 2001), the 
degree to which sample results diverge from the null 
hypothesis (Cohen, 1988, 1994), a measure of the 
degree of difference or association deemed large 
enough to be of ‘practical significance’ (Morse, 
1998), an estimate of the degree to which the 
phenomenon being studied exists in the population 
(e.g., a correlation or difference in means) (Hair, 
Anderson, Tatham, & Black, 1995), and strength of 
relationship (American Psychological Association, 
2001). 

Among the numerous effect size definitions, the 
majority of definitions include the descriptors 
“standardized difference between means” or 
“standardized measure of association.”  In practice, 
researchers commonly use two categories of 
measures of effect size in the literature, namely, 
measures of effect size (according to group mean 
differences), and measures of strength of association 
(according to variance accounted for) (Maxwell & 
Delaney, 1990). 
 
Why is Effect Size Important? 
  
An early discussion of effect size by Karl Pearson 
(1901) addressed the idea that statistical 
significance provides the reader with only part of 
the story and therefore must be supplemented.  
Fisher (1925) followed up on this discussion by 
proposing that researchers present correlation ratios 
or measures of the strength of association when 
reporting research findings.  Since that time, 
numerous researchers have argued for the use of 
effect size statistics to complement or even replace 
statistical significance testing results, allowing the 
reader to interpret the results presented as well as 
providing a method of comparison of results 
between studies (Cohen, 1965, 1990, 1994; Hays, 
1963; Kirk, 1996, 2001; Thompson, 1998, 2002).  
Effect size can also characterize the degree to which 
sample results diverge from the null hypothesis 
(Cohen, 1988, 1994). Therefore, reporting effect 

size allows a researcher to judge the magnitude of 
the differences present between groups, increasing 
the capability of the researcher to compare current 
research results to previous research and to judge 
the practical significance of the results derived. 

Today, the most widely referenced impetus for 
authors to report effect size is the following 
statement printed in the 2001 Publication Manual 
of the American Psychological Association: 

 
For the reader to fully understand the 
importance of your findings, it is almost 
always necessary to include some index of 
effect size or strength of relationship in 
your Results section. . . . The general 
principle to be followed . . . is to provide 
the reader not only with information about 
statistical significance but also with enough 
information to assess the magnitude of the 
observed effect or relationship. (p. 25-26) 
 
These statements followed the American 

Psychological Association Task Force’s earlier 
recommendation strongly urging authors to report 
effect sizes such as Cohen’s d, Glass’s delta, eta2, or 
adjusted R2  (Wilkinson & APA Task Force on 
Statistical Inference, 1999, p. 599). 

Support for this direction by such a prominent 
group is witnessed throughout the literature.  For 
example, Fan (2001) described good research as 
presenting both statistical significance testing results 
as well as effect sizes.  Baugh (2002) declared, 
“Effect size reporting is increasingly recognized as a 
necessary and responsible practice” (p. 255).  It is 
a researcher’s responsibility to adhere to the most 
stringent analytical and reporting methods possible 
in order to ensure the proper interpretation and 
application of research results. 
 
Effect Size versus Statistical 
Significance 
  
So why the confusion and what is the difference 
between statistical significance testing and effect 
sizes?  The confusion stems from misconceptions of 
what statistical significance testing tells us.  First, as 
Nickerson (2000) explains, there is a belief that a 
small value of p means a treatment effect of large 
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magnitude, and that 
statistical significance 
means theoretical or 
practical significance.  
“Statistical 
significance testing 
does not imply 
meaningfulness” 
(Olejnik & Algina, 
2000, p. 241).  
Statistical significance testing evaluates the 
probability of obtaining the sampling outcome by 
chance, while effect size provides some indication of 
practical meaningfulness (Fan, 2001).  Statistical 
significance relies heavily on sample size, while 
effect size assists in the interpretation of results and 
makes trivial effects harder to ignore, further 
assisting researchers to decide whether results are 
practically significant (Kirk, 2001).   
 Arguments surrounding the frequent misuse of 
statistical significance testing populate education 
and related literature.  One argument is that 
statistical significance is a function of sample size 
and, therefore, the larger the sample size, the more 
likely it is that significant results will occur (Fan, 
2001; Kirk, 1996; Thompson, 1996).  Fan (2001) 
furthers this argument by positing that the large 
reliance on statistical significance testing “often 
limits understanding and applicability of research 
findings in education practice” (p. 275).  A second 
argument is that researchers often associate 
statistical significance with practical significance 
(Daniel, 1998; Nickerson, 2000).  A third 
argument states that it is the researcher who 
inappropriately uses and interprets this statistical 
methodology and, therefore, it is the researcher and 
not the method that is the source of the deficiency 
(Cortina & Dunlap, 1997; Kirk, 1996).  

An example in a recent study demonstrates why 
the reporting of effect size is important.  In this 
example, failing to report effect size would have 
resulted in the researcher using the results of a 
statistically significant t-test to conclude that 
important differences existed.  In this study, 
Williams (2003) compared the percent of time that 
faculty actually spent in teaching with the percent of 
time they preferred to spend in teaching.  The data 
in Table 1 show that even though the t-test was 

statistically significant (t=2.20, p=.03, df=154), 
Cohen’s effect size value (d=.09) did not meet the 
standard of even a “small” effect size.  This 
indicated that the difference has low practical 
significance, so Williams made no substantive 
recommendations based on the results of this t-test. 

When one considers the discussion surrounding 
effect size in the literature, it is apparent that it is 
the researcher’s responsibility to understand the test 
results and properly use the reporting methodology 
which best represents the true findings of the 
research effort.  This responsibility increases in 
importance because, although a statistically 
significant outcome may or may not be practically 
meaningful, a practically meaningful outcome may 
or may not have occurred by chance (Fan, 2001).  
These possibilities add challenge to the presentation 
of results, leading to the recommendation that a 
researcher should present both the statistical 
significance test results and an appropriate effect 
size measure (Carver, 1993; Fagley & McKinney, 
1983; Robinson & Levin, 1997; Shaver, 1993; 
Thompson, 1996, 1998). 
 
Basic Assumptions and Cautions on the 
Use of Effect Size Interpretation 
  
We have established the justification for the use of 
effect sizes. There are a few issues that a researcher 
must keep in mind, however, when choosing an 
effect size measure and reporting that measure, 
aside from which measure goes best with the type of 
significance test used.  First, a researcher must 
determine the appropriate statistical test to analyze 
the data.  This should be based on sampling 
assumptions, sample design, and research 
objectives.  Following the determination of the most 
appropriate significance test, the researcher should 

Table 1: Percentage of Time College Faculty Actually Spent Teaching Compared to 
Percentage of Time College Faculty Preferred to Spend Teaching 
 

Actual % Preferred % Comparison Time spent 
M SD M SD t df p Cohen’s d 

Teaching 52.71 33.86 49.74 28.57 2.20 154 .03 .09 
 
Note. Information in table taken from Williams, H. A. (2003).  
Copyright 2003 by Heather A. Williams. Adapted with permission. 



4 Kotrlik and Williams  

 

decide how the effect size should be calculated and 
should report information on both the selection of 
the analytical method and the calculation and 
selection of the effect size measure.  The consistent 
application of these two steps will further improve 
the quality of research reporting in the Information 
Technology, Learning, and Performance Journal. 
 Another issue concerns how effect size is 
described or interpreted.  Selecting the set of 
descriptors to use for effect size interpretations for 
correlation coefficients, for example, is similar to 
deciding the statistical significance level.  Just as a 
researcher might have a set of assumptions or other 
logical reasons that were used to choose an alpha 
level of .01 rather than .05, a researcher may 
decide to use a more conservative set of descriptors 
when he or she desires more confidence in the 
declaration of the existence of practical 
relationships.  The set of descriptors by Davis 
(1971), for example, describes a correlation of .10 
as having a low relationship, while Hinkle, 
Wiersma, and Jurs (1979) describes this same 
relationship as “negligible.”  Authors should cite the 
basis for their method of reporting effect sizes. 

As a final caution, this manuscript provides a 
rather basic discussion of the appropriate use of 
effect sizes.  It is the researcher’s responsibility to 
investigate the appropriate use of effect sizes in his 
or her individual research efforts. 
 
Measures  of  Effect  S i zeMeasures  of  Effect  S i ze  
 
Although Cohen (1988) and other authors did not 
anticipate that their scales for the interpretation of 
effect size magnitude would be so widely used and 
accepted, these scales have become a required facet 
of quality research.  The acceptance of the use of 
effect size interpretation scales permeates education 
literature.  A word of caution–it is the researcher 
who is the closest to the data and the design of the 
study; therefore, it is the researcher who should 
describe the magnitude of the results based on the 
study itself and previous research in that area.  It is 
the researcher’s responsibility to choose the 
appropriate method with which to describe the 
magnitude of an effect size.  We present below 
methods for determining effect size for the most 
commonly used statistical analyses. 

Parametric Correlations  
(Simple and Multiple) 
  
Perhaps the simplest measures and reporting of 
effect sizes exist for correlations.  The correlation 
coefficient itself is a measure of effect size.  The 
most commonly used statistics for parametric 
correlations are Pearson’s r, Spearman’s rho, and 
point bi-serial.  The size of these correlation 
coefficients must be interpreted using a set of 
descriptors for correlation coefficients as described 
in Table 2. 
 
Regression (Simple and Multiple) 
  
Another simple measure of effect size is the multiple 
regression coefficient, R2.  All standard statistical 
analysis packages calculate this coefficient 
automatically, and this coefficient represents the 
proportion of variance in the dependent variable 
explained by the independent variable(s).  The 
effect size for this coefficient may be interpreted 
using a set of descriptors derived from Cohen’s f 2 
statistic (see Table 2). 
 
Independent Samples t-tests 
 
One method to estimate effect size for independent 
samples t-tests is to calculate and interpret Cohen’s 
d statistic (Cohen, 1988).  If your statistical analysis 
program does not calculate Cohen’s d, you will need 
three pieces of information to calculate this statistic: 
the means of the two samples and the pooled 
variance estimate.   If your program does not 
calculate Cohen’s d, it probably does not provide 
the pooled standard deviation either.  Use the 
following formulas to calculate Cohen’s d: 
 
Pooled  
standard = sqrt[((n1-1)s12+(n2-1)s22)/((n1-1)+(n2-1))] 
deviation  
 
Then, Cohen’s d = Difference between sample means 
  Pooled standard deviation 

 
After calculating Cohen’s d, use the descriptors in 
Table 2 to interpret this coefficient. 
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Table 2: Descriptors for Interpreting Effect Size 
 

Source Statistic  Value Interpretation 

.00 and under .01 Negligible association 

.10 and under .20 Weak association 

.20 and under .40 Moderate association 

.40 and under .60 Relatively strong association 

.60 and under .80 Strong association 

Rea & Parker, 1992 Phi or Cramér’s V 

.80 and under 1.00 Very strong association 

.20 Small effect size 

.50 Medium effect size 

Cohen’s d 

.80 Large effect size 

.10 Small effect size 

.25 Medium effect size 

Cohen, 1988 
 

Cohen’s f 

.40 Large effect size 

.0196 Small effect size 

.1300 Medium effect size 

Cohen, 1988 R2 

.2600 Large effect size 

.010 Small effect size 

.059 Medium effect size 

Kirk, 1996 Omega squared 

.138 Large effect size 

.70 or higher Very strong association 

.50 to .69 Substantial association 

.30 to .49 Moderate association 

.10 to .29 Low association 

Davis, 1971a Correlation 
coefficients 

.01 to .09 Negligible association 

.90 to 1.00 Very high correlation 

.70 to .90 High correlation 

.50 to .70 Moderate correlation 

.30 to .50 Low correlation 

Hinkle, Wiersma, & 
Jurs, 1979a 

Correlation 
coefficients 

.00 to .30 Little if any correlation 

.90 to 1.00 Nearly, practically, or almost: 
perfect, distinct, infinite 

.70 to .90 Very large, very high, huge 

.50 to .70 Large, high, major 

.30 to .50 Moderate, medium 

.10 to .30 Small, low, minor 

Hopkins (1997)a Correlation 
coefficients 
  

.00 to .10 Trivial, very small, insubstantial, 
tiny, practically zero 

 

a Several authors have published guidelines for interpreting the magnitude of correlation coefficients.  Three of those sets 
of guidelines are provided in this table. 
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Paired Samples t-tests 
 
To calculate effect size for paired t-tests, Cohen’s d 
statistic may be calculated.  If your statistical 
analysis program does not calculate Cohen’s d, you 
will need two pieces of information to calculate this 
statistic: the mean of the differences between the 
pairs and the standard deviation of the differences.   
Use the following formula to calculate Cohen’s d: 
 
 
Cohen’s d = Mean difference between the pairs 
         Standard deviation of the differences 

 
After calculating Cohen’s d, use the descriptors in 
Table 2 to interpret this coefficient. 
 
Analysis of Variance 
 
Two methods of reporting effect sizes for analyses of 
variance are Cohen’s f (Cohen, 1988) and omega 
squared (Ω2).  Both provide an estimate of the 
proportion of variance explained by the categorical 
variable, with Cohen’s f estimating the proportion of 
variance explained for the sample, while Omega 
squared estimates the proportion of variance 
explained for the population. 
 To calculate Cohen’s f, eta squared (ω2) must 
be calculated as follows: 
 
ωω2 = SSBetween/SSTotal 
 
 Then, use the following formula to calculate 
Cohen’s f : 
 
Square root of (ωω 2/1-ωω 2) 
 
 Calculate omega squared (Ω2) as follows: 
 
ΩΩ 2=SSBetween-(k-1)MSWithin (k=number of groups) 
 SSTotal+MSWithin 
 

The sum of square and mean square 
information is provided by most statistical programs.  
After calculating Cohen’s f or omega squared, use 
the descriptors in Table 2 to interpret these 
coefficients. 
 
 

Contingency Tables 
 
In estimating the magnitude of association in 
contingency tables, use the phi coefficient for a 2 x 
2 table.  Phi is a Pearson product-moment 
coefficient calculated on two nominal, dichotomous 
variables when the categories of both variables are 
coded 0 and 1. To describe the magnitude of 
association between categorical variables for a 
contingency table larger than 2 x 2, use Cramér’s 
V.  Many statistical analysis programs, including 
SPSS and SAS, will automatically calculate either 
the phi or Cramér’s V coefficients.  Use the 
descriptors in Table 2 to interpret these coefficients. 
 
Conclus ionConclus ion  
 
The effect size measures described are not intended 
to represent all effect size measures available.  
Effect size measures were presented only for the 
most commonly used statistical analyses.  The 
references provided at the end of this article will 
serve as a good starting point for authors attempting 
to identify appropriate measures of effect size for 
other types of statistical analyses. 

The authors’ main purpose for writing this 
article was their hope that Information Technology, 
Learning, and Performance Journal authors will 
improve the reporting of their research by including 
effect size measures when appropriate.  We hope 
that this article will serve as a resource for 
researchers. 
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